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Abstract—Hashing plays a pivotal role in nearest-neighbor searching for large-scale image retrieval. Recently, deep learning-based hashing methods have achieved promising performance. However, most of these deep methods involve discriminative models, which require large-scale, labeled training datasets, thus hindering their real-world applications. In this paper, we propose a novel strategy to exploit the semantic similarity of the training data and design an efficient generative adversarial framework to learn binary hash codes in an unsupervised manner. Specifically, our model consists of three different neural networks: an encoder network to learn hash codes from images, a generative network to generate images from hash codes, and a discriminative network to distinguish between pairs of hash codes and images. By adversarially training these networks, we successfully learn mutually coherent encoder and generative networks, and can output efficient hash codes from the encoder network. We also propose a novel strategy, which utilizes both feature and neighbor similarities, to construct a semantic similarity matrix, then use this matrix to guide the hash code learning process. Integrating the supervision of this semantic similarity matrix into the adversarial learning framework can efficiently preserve the semantic information of training data in Hamming space. The experimental results on three widely used benchmarks show that our method not only significantly outperforms several state-of-the-art unsupervised hashing methods, but also achieves comparable performance with popular supervised hashing methods.

Index Terms—Hashing, image search, adversarial learning, deep learning.

I. INTRODUCTION

MASSIVE image data repositories with high dimensions are widespread in search engines and social networks, which has lead to renewed interest in efficient search and indexing algorithms [1]–[7]. Since exact nearest neighbor search is typically time-consuming and unsuitable for large-scale datasets, approximate nearest neighbor (ANN) search [8], [9], which attempts to find the nearest neighbor with a high probability, has been actively studied and successfully applied to many machine learning and data mining problems, such as retrieval [10]–[15], classification [16], and object recognition [17]. Nevertheless, effective and efficient ANN searching remains a challenge in contexts with large volumes and high dimensions.

Representative ANN solutions include tree-based [18], [19] and hash-based methods [8], [20]–[28]. In real-world applications, visual data are usually represented by high-dimensional features, e.g., SIFT-based bag-of-words features [29] and deep features. Traditional tree-based methods are known to suffer in high-dimensional feature space, and their performance has been theoretically shown to degrade to match that of the linear scan in many cases [30]. Therefore more attention is being paid to hash-based methods [20], [21], [23], [31]–[36], which have relative low storage cost and a fast query speed.

Traditional hashing methods are usually built using hand-crafted features and try to learn hash functions that can map the original high-dimensional representations into low-dimensional binary codes, such that the similarity to the original space can be well preserved. However, these methods, which rely on shallow learning architectures and hand-crafted features, have limited representation capacity and cannot simultaneously optimize feature learning and hash code learning, thus compromising search performance in practice.

Recently, deep learning has revolutionized computer vision, machine learning, and many other related areas [37]–[40]. Deep learning-based hashing methods [41], [42] have also been proposed for efficient ANN search, showing that deep networks can help in the more effective learning of hash codes. Usually, these methods are supervised by massive numbers of ranking pairwise [41] or triplet labels [43]. Pairwise or triplet loss functions are thus adopted to map similar points to similar hash codes in Hamming space and guide the hash function learning process. However, since the manual labeling of data is often time-consuming, laborious, and expensive, heavy reliance on the availability of copious annotated data may hinder the application of these methods in practice.

To make better use of the more widely available, unlabeled data, unsupervised deep hashing methods have also been proposed. Most recent unsupervised deep hashing methods use deep autoencoders to learn hash codes [44], [45]. These methods first map inputs to hash codes and then try to
reconstruct the original inputs from the learned hash codes at pixel level. However, since natural images usually contain a lot of variability in trivial factors like location, color, and pose. Pixel-wise reconstruction may degrade the learned hash codes by focusing on these trivial variations. Other recent deep hashing methods learn hash codes by maximizing their representation capacity [46] or enforcing the similarity between rotated images and their corresponding original images [47]. However, neither of these methods can capture and preserve the semantic similarities between different instances, so may lose the opportunity to learn more accurate hash codes.

In this paper, we aim to learn compact hash codes, which can be used to believably reconstruct inputs without pixel-wise reconstruction and simultaneously preserve high-level semantic information without the use of labels. To achieve these two purposes, we first design two networks that aim to generate synthetic images from hash codes and generate hash codes from images respectively. To enable credible reconstruction, we need to match these two generative processes. Inspired by recent GAN variants [48], we design a discriminative network and propose an adversarial learning framework, in which the discriminator network is trained to distinguish pairs of hash codes and images from the first two generative networks. These two networks are trained to fool the discriminator network. By adopting a minimax game mechanism, we can successfully match these two generative processes and learn hash codes that believably reconstruct the inputs. For the second objective, we take advantage of recent, advanced deep architectures that have proven effective for extracting features with rich semantic information. Based on these deep features, we propose a novel strategy to construct a semantic similarity matrix. The hash code learning process is also designed to preserve this semantic similarity. In doing so, we can successfully capture and preserve the semantic information without labels.

By incorporating the semantic similarity-preserving objective with the adversarial hashing learning framework, we propose a method called Unsupervised ADversarial Hashing (UADH). Specifically, as illustrated in Fig. 1, UADH comprises three neural networks: (1) an encoder network to generate hash codes from real images; (2) a generative network to generate synthetic images from hash codes; and (3) a discriminative network that aims to distinguish between pairs of hash codes and images from the encoder and the generative networks, respectively. Furthermore, in order to capture and preserve the semantic information from the training dataset, we propose a novel strategy that leverages both feature and neighbor similarities to construct a similarity matrix.

Our main contributions can be summarized as follows:

- Our method can successfully align the joint distributions from the designed decoder and encoder networks and thereby learn a more representative latent space for hash codes.
- We design a novel strategy to learn semantic similarity directly from deep features, which enables our method to adopt loss functions that are usually reserved for supervised learning.
- Experimental results on three popular benchmarks demonstrate that our method not only outperforms other state-of-the-art unsupervised hashing methods, but also obtains comparable performance with representative supervised hashing methods.

The rest of this paper is organized as follows. We review the relevant literature in Section II. We present our novel unsupervised adversarial hashing for image search in Section III. Section V outlines the experiments, while by the concluding remarks are provided in Section VI.

II. RELATED WORK

In this section, we briefly review some representative hashing approaches and provide a brief introduction to some related works in generative adversarial network (GAN) areas.

A. Hashing for Similarity Search

Recently, a variety of hashing methods have been proposed, most of which fall into two categories: data-independent hashing, also known as locality-sensitive hashing (LSH), and data-dependent hashing, also called learn-to-hash (L2H). Data-independent hashing usually learns a hash function family independently of the training dataset. One of the most popular data-independent hashing methods is LSH [8], which embeds similar data into similar binary codes with high probabilities. Many extensions have been developed following the basic LSH concept [16], [49], all of which are fundamentally built on random projection and remain unaware of the data distribution. Although these methods are guaranteed to have high collision probability for similar data items, in practice they usually need long hash bits and multiple hash tables to achieve high precisions. Therefore, the huge storage requirements of these methods may restrict their applications.

Compared to traditional data-independent hashing methods, data-dependent hashing, which learns hash functions from training data, can usually achieve comparable or even better accuracy with shorter codes. Consequently, this approach has attracted more attention. Data-dependent hashing can be further divided into two main categories: namely, supervised and unsupervised methods. For supervised hashing, hash functions are usually learned to preserve similarities extracted from both original data and labels in Hamming space. Representative supervised hashing methods include minimal loss hashing (MLH) [50], kernel-based supervised hashing (KSH) [23], adaptive hashing (AH) [51], and fast supervised hashing (FashHash) [52]. MLH aims to learn similarity-preserving hash functions that can map high-dimensional data into binary codes, the formulation of which is based on structure prediction with latent variables and a hinge-like loss function. KSH utilizes inner products to approximate the Hamming distance, and learns hash functions to project data points to compact codes, the Hamming distances of which are minimized for similar pairs and maximized for dissimilar pairs. AH tries to learn hash functions in an online manner and designs an online learning algorithm to update the hash functions iteratively using streaming data. FashHash reveals that non-linear hash functions can perform better than linear ones.
due to their powerful generalization. Specifically, FashHash adopts boosted decision trees to fit the learned binary codes. An efficient GraphCut-based block search method is also proposed to solve large-scale inference.

In this paper, we mainly focus on unsupervised hashing. Representative unsupervised hashing methods include iterative quantization (ITQ) [53], spectral hashing (SH) [22], discrete graph hashing (DGH) [54], spherical Hashing (SpH) [55], anchor graph hashing (AGH) [56], and stochastic generative hashing (SGH) [57]. ITQ tries to map original data to a low-dimensional space by means of principal component analysis (PCA) and then learn an orthogonal rotation matrix that maps the data to binary codes with minimum quantization error. SH interprets the hash code learning by means of spectral graph partitioning and then relaxes this graph partitioning problem using an efficient spectral method. DGH uses a discrete optimization framework to solve the graph hashing problem and explicitly deals with the discrete constraints, meaning that it can directly output binary codes. The objective function of DGH is similar to that of SH. SpH aims to preserve the balanced and independent properties of binary codes by exploiting a hypersphere-based hashing function, which can map spatially coherent data points to similar binary codes. AGH tries to learn compact codes by discovering the inherent neighborhood structure of the training data and constructs anchor graphs to approximate this data structure, which can also accelerate the computation of the graph’s Laplacian eigenvectors. SGH adopts a generative approach to learn hash functions via the minimum description length principle. The learned hash codes can maximally compress the input data and can also be used to regenerate the inputs. A stochastic distributional gradient-based learning algorithm is also developed to avoid the optimization difficulty caused by binary constraints. However, all these methods use hand-crafted features and cannot simultaneously optimize features and hash code learning, resulting in degraded performance.

In addition to these shallow approaches, some unsupervised deep hashing methods have also been proposed [44], [45], [47]. Due to the lack of semantic labels or class information, most unsupervised deep learning-based hashing methods involve point-wise constraints. As a pioneering work, semantic hashing [45] uses Restricted Boltzmann Machines (RBMs) as an auto-encoder network to generate hash codes, and adopts a reconstruction loss to optimize the learning procedure. Deep Hashing (DH) [46] develops a neural network that seeks multiple hierarchical non-linear transformations in order to map data points to binary codes. Quantization loss occurs between the original real-valued features and the learned binary codes; this is typically a point-wise constraint. DeepBit [47] considers original images and their corresponding rotated images as similar pairs and tries to learn hash codes to preserve this similarity. Since the rotated images are generated from the original images, the pair-wise loss function is actually also a point-wise constraint. Note that since all these methods involve point-wise constraints, they cannot capture and preserve the semantic similarities between different data points, which is critical for nearest neighbor search.

Thus, opportunities to learn more effective hash codes may be lost.

B. Generative Adversarial Networks

Generative adversarial networks (GANs), first proposed by Goodfellow et al. [58], have been widely used in computer vision to generate realistic images [59], [60]. There are two adversaries in a GAN framework, a generator and a discriminator, which are trained using a two-player minimax game mechanism. The discriminator is trained to distinguish between real images and synthetic images, while the generator is trained to fool the discriminator. Despite their large capacity for image generation, GANs do not contain an encoder network to map images to a latent space, which is necessary for hash code learning. Recently, an approach called BGAN [61] adopted GAN for hashing. However, in addition to adversarial loss, BGAN also requires a pixel-wise reconstruction loss to enable the hash encoder learning process. Since pixel-wise loss usually results in less effective hash codes, the performance of BGAN may be degraded. In this paper, inspired by recent GAN variants [48], [49], we explicitly design an encoder network and optimize it by training a discriminator to distinguish between pairs of hash codes and images. We constrain the inputs of the encoder to be approximate binary values in order to incorporate hash code learning into the framework.

III. UNSUPERVISED ADVERSARIAL HASHING

Suppose there are \( N \) images without labels represented as \( I = \{I_i | i = 1, \ldots, N\} \). Our goal is to learn a mapping function...
\( \mathcal{H} : \mathcal{I} \to \{0, 1\}^K \), such that an input image \( I_i \) can be encoded to a \( K \)-bit binary code. \( \text{sign}(\cdot) \) indicates an element-wise sign function, defined as:

\[
\text{sign}(x) = \begin{cases} 
1, & x \geq 0, \\
-1, & x < 0.
\end{cases} \tag{1}
\]

Fig. 1 shows our proposed framework. Our method includes three networks. The first is an encoder network, which outputs hash code given an image as input. The second is a generative network, which generates synthetic images with random binary codes as input. The last is a discriminative network, which aims to distinguish hash code and image pairs from the encoder and generative network. The encoder network is also optimized to preserve semantic information, represented by a semantic similarity matrix. In the reminder of this section, we first elaborate the network architecture and describe the overall loss function in detail, then introduce the construction of the semantic similarity matrix.

A. Architecture

1) Encoder Network: The encoder network maps an input image to a compact binary code. We design the encoder network based on the VGG-F architecture [62] and replace the last fully-connected layer with a new fully-connected layer that acts as a hash layer. The number of hidden units for this layer is set as the hash bit length. We denote the pairs of input image and output approximate binary code for this network as encoder pairs.

2) Generative Network: The generative network aims to generate synthetic images from latent Hamming space. We adopt a generative network similar to the generator in DCGAN [63], which has four fractionally-strided convolutions, details of which can be found in [63]. The input of this network is constrained to be approximate binary code. Pairs of input approximate binary code and output images for this network are denoted as generator pairs.

3) Discriminative Network: The objective of the discriminative network is to distinguish generator pairs from encoder pairs. Since the inputs of this network contain two different modalities, i.e., images and hash codes, we first fuse information from these two modalities and then distinguish between the different samples. To do so, our discrimination network is split into three parts: an image feature fusion part, a binary feature fusion part, and a joint discrimination part. The image feature fusion part contains five convolutional layers and is used to map images to latent representations. The binary feature fusion part consists of two fully-connected layers and is used to map binary codes to latent representations. These two types of representations are then concatenated to obtain a joint representation. The discrimination part contains three fully-connected layers and is used to distinguish whether the joint representation is from the encoder network or the generative network. More detailed configuration of this network is showed in Table I, where \( f \) indicates filter size, \( st. \) indicates stride size, \( bn \) means that we apply batch normalization after the activation function, and \( lrelu \) means we use the \( lrelu \) function as the activation function for the corresponding layer.

B. Loss Functions

The proposed approach aims to learn an efficient encoder network that can map input images into Hamming space. To learn compact yet discriminative hash codes, we enforce two important criteria. First, we construct a semantic similarity matrix based on deep features and encourage the learned hash codes to preserve this semantic similarity. Second, we want to reconstruct input images from their corresponding hash codes. However, instead of pixel-wise reconstruction we expect the learned hash codes to be invariant to trivial variations such as color, location and pose. To achieve this purpose, we design two loss functions, namely semantic-preserving loss and adversarial inference loss.

In the following subsections, we first introduce these two individual losses and then describe the construction of the semantic similarity matrix in detail.

1) Semantic-Preserving Loss: Assume that a semantic similarity matrix \( S \in \{1, -1\}^{N \times N} \) is already given, the construction of which will be described in Section III-B.3. Note that \( S_{ij} = 1 \) means that images \( I_i \) and \( I_j \) are semantically similar, while \( S_{ij} = -1 \) indicates that images \( I_i \) and \( I_j \) are semantically dissimilar. In order to preserve the semantic similarity between different images, we try to map semantically similar data points into hash codes with minimal Hamming distance 0, and semantically dissimilar data points into hash codes with maximal Hamming distance, i.e., the number of hash bits \( K \). However, in practice, directly optimizing the Hamming distances is nontrivial because of the complex mathematical formula. So, indicated in [23], we adopt the inner products of hash code as a surrogate for Hamming distances. The objective function can be formulated as follows:

\[
\min_B L_s = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left( \frac{1}{K} b_i^T b_j - S_{ij} \right)^2,
\]

subject to \( B \in \{-1, +1\}^{m \times k} \),

\[
b_i = h(x_i), \quad \forall i \in \{1, 2, \ldots, N\}. \tag{2}
\]

where \( b_i \) is the binary code for image \( I_i \) and \( h(\cdot) \) is the hash function.

To incorporate this objective function with the neural networks, we can set \( h(x_i) = \text{sign}(E(x; \Theta)) \), where \( E(x; \Theta) \in \mathbb{R}^k \) denotes the output of the encoder network for \( x \) and \( \Theta \) denotes the parameters for the network. However, it should
be note that binary values make standard back-propagation of the encoder network infeasible, which is known as the ill-posed gradient problem. In this paper, for the convenience of optimization, we relax the binary code item in the range of \((-1, 1)\) and use tanh(\(\cdot\)) to approximate the sign(\(\cdot\)) function. Accordingly, the objective function can be rewritten as:

\[
\min_{\Theta} J(\Theta) = \frac{1}{k} \sum_{i=1}^{n} \left( \frac{1}{k} h(x_i)^T h(x_i) - S_{ij} \right)^2,
\]

\[
\text{s.t. } h(x_i) = \text{tanh}(E(x_i; \Theta)), \quad \forall i \in [1, 2, \ldots, n]. (3)
\]

2) Adversarial Inference Loss: As noted above, we want to recover the input images based on the output of the encoder network. However, instead of using pixel-wise reconstruction, we only want to believably reconstruct the inputs and make the learned hash codes robust to trivial variations. To achieve this goal, we first design an encoder network that tries to project the original images into binary codes, a generative network that aims to believably reconstruct the inputs, and a discriminative network to guide the learning process of the encoder and generative networks. We then jointly train these three networks using the following adversarial inference loss:

\[
L_a = \frac{1}{N} \sum_{i=1}^{N} \left[ \log \left( D(I_i, E(I_i)) \right) \right] + \frac{1}{N} \sum_{i=1}^{N} \left[ \log \left( 1 - D(G(b'_i), b_i) \right) \right], (4)
\]

where \(b'_i\) is a random approximate binary code, \(E(\cdot)\) means the output of the encoder network, and \(G(\cdot)\) is the output of the generative network.

By adversarially training these three networks using the adversarial inference loss, we can finally match the distributions for the encoder pair \((I_i, E(I_i))\) and the generator pair \((G(b'_i), b_i)\) together. The generation process of the encoder network and the generative network is reversed. Therefore, we can learn hash codes and credibly reconstruct input images from them by using these encoder and generative networks.

3) Semantic Similarity Matrix: Recent studies [64], [65] have shown that features extracted from pre-trained deep architectures contain rich semantic information. To better utilize such high-level information, we extract deep features from a pre-trained deep architecture. Based on these features, we then construct a semantic similarity matrix to explicitly capture the semantic relationships across different images.

More specifically, we assume that images with distances obviously smaller than the others are semantically similar and data points with distances obviously larger than the others are semantically dissimilar. Accordingly, we first extract deep features and then conduct k-nearest neighbors (K-NN) searching based on the cosine distance of different image pairs. For each image, we set the nearest \(K_1\) images as its neighbors and obtain the initial similarity matrix \(S_f\):

\[
(S_f)_{ij} = \begin{cases} 
1, & \text{if } x_j \text{ is } K_1-\text{NN of } x_i, \\
-1, & \text{otherwise.}
\end{cases} (5)
\]

However, since the dataset used to pre-train the deep model is usually different from our target dataset and the distributions for these two datasets are also usually different, the initial similarity matrix \(S_f\) may be inaccurate. Therefore, to further refine this matrix, we add more rigorous constraints when setting similar neighbors. Note that if two images are semantically similar, they usually share more common neighbors than dissimilar images. Accordingly, we try to explicitly extract this semantic relationship. Specifically, for each image pair, we count the number of their common neighbors, which are defined in Eq. 5, and consider pairs with an obviously higher number of common neighbors to be semantically similar and pairs with obviously fewer common neighbors to be dissimilar. For each image, based on the number of common neighbors, we sort the remaining images in descending order and set the images that lie in the top \(K_2\) as its neighbors. Thus, we can obtain another similarity matrix \(S_n\) by:

\[
(S_n)_{ij} = \begin{cases} 
1, & \text{if } x_j \text{ is } K_2-\text{NN of } x_i, \\
-1, & \text{otherwise.}
\end{cases} (6)
\]

Now, we have obtained two kinds of similarity matrix \(S_f\) and \(S_n\), which are obtained based on the similarity of deep features, and \(S_s\), which are obtained based on the number of common neighbors. Here, to take full advantage of these two kinds of similarity matrix, we assume that semantically similar points should not only have similar deep features but also share more common neighbors. Accordingly, we can generate the final semantic similarity matrix by combining \(S_f\) and \(S_n\):

\[
(S)_{ij} = \begin{cases} 
1, & \text{if } (S_f)_{ij} = 1 \text{ and } (S_n)_{ij} = 1, \\
-1, & \text{otherwise.}
\end{cases} (7)
\]

4) Out of Sample Extension: For any query image, we can obtain its hash code by directly forward-propagating through the encoder network, as follows:

\[
b_i = \text{sign}(E(I_i)). (8)
\]

IV. OPTIMIZATION

The overall objective of UADH is to integrate the semantic-preserving loss in Eq. (2) with the adversarial inference loss in Eq. (4). Since our approach adopts a GAN-like adversarial framework, we train the whole architecture using a minimax game mechanism. The whole learning algorithm is summarized in Algorithm 1. In particular, the encoder and the generative network are jointly optimized according to the following loss:

\[
L_1 = L_s + aL_a, (9)
\]

where \(a\) is a parameter to balance these two parts.

We use the mini-batch SGD method to learn the neural network parameters. Specifically, we first sample a mini-batch of the training data points and then update the parameters based on this mini-batch data. For the sake of simplicity, we define \(z_i = E(x_i; \Theta)\), and \(v_i = h(x_i)\). We then calculate
the gradient of $L_a$ with regard to $z_i$ as:

$$\frac{\partial L_a}{\partial z_i} = \frac{2}{kN^2} \sum_{i=1}^{N} (1 - v_i^2) \odot \left( \sum_{j=1}^{m} S_{ij} \left( \frac{1}{K} v_i^T v_j - S_{ij} \right) v_j \right) + \left( \frac{1}{K} v_i^T v_i - 1 \right) v_i.$$  \hspace{1cm} (10)

The gradients for loss function $L_a$ w.r.t. other parameters can be readily computed using the chain rule. To calculate the gradient of $L_s$ w.r.t. $z_i$, we first define $d_i = D(I_i, E(I_i))$ and $g_i = D(G(b_i'), b_i')$, then obtain the gradients by:

$$\frac{\partial L_a}{\partial d_i} = \frac{\alpha}{Nd_i},$$

$$\frac{\partial L_a}{\partial g_i} = \frac{\alpha}{N(g_i - 1)}.$$  \hspace{1cm} (11)

Again, the gradients for loss function $L_a$ w.r.t. other parameters can be easily computed using the chain rule. Combining Eq. (10) and Eq. (11), we can easily obtain the gradients of $L$ w.r.t. all parameters of the encoder and generative networks, then update these parameters using SGD.

The discriminative network is optimized with the following loss:

$$L_2 = -L_a.$$  \hspace{1cm} (12)

We can easily obtain the gradients of $L_2$ w.r.t. $d_i$ and $g_i$ by:

$$\frac{\partial L_2}{\partial d_i} = - \frac{1}{Nd_i},$$

$$\frac{\partial L_2}{\partial g_i} = - \frac{1}{N(g_i - 1)}.$$  \hspace{1cm} (13)

The gradients for loss function $L_2$ w.r.t. other parameters of the discriminative network can also be readily computed using the chain rule. We then update these parameters using SGD.

By minimizing Eq. (9), the encoder network can successfully map input images to a Hamming space where the semantic similarity can be preserved. Moreover, by minimizing Eq. (13), the discriminative network is trained to distinguish whether the pairs of hash codes and images are from the encoder network or from the generative network. By alternately conducting these two training processes, we can ultimately learn a mutually coherent encoder and generative network.

V. EXPERIMENTAL RESULTS

In this section, we provide extensive evaluations of the proposed method and demonstrate its performance based on three widely used benchmark datasets, CIFAR10, FLICKR25K, and NUSWIDE. In the following part, we first introduce the datasets, then present and discuss the experimental results.

A. Datasets

CIFAR10 contains 10 object categories, each consisting of 6000 images, resulting in a total of 60,000 images. The dataset is divided into a retrieval set and a test set containing 50,000 and 10,000 images respectively. We randomly select 5,000 images from the retrieval set as a training set.

FLICKR25K is a image dataset collected from the Flickr website, which contains 25,000 images. Each image is associated with one or more labels from the 24 provided labels. 2,000 images are randomly selected as a test set, while the rest images are used as a retrieval set, from which we randomly select 5,000 images as a training set.

NUSWIDE contains 269,648 images, each of which are annotated with multiple labels referring to 81 concepts. The subset containing the 10 most popular concepts is used here. We randomly select 5,000 images as a test set; the remaining images are used as a retrieval set, and 10,500 images are randomly selected from the retrieval set for use as a training set.

For our method and other deep hashing methods, raw images are accepted as the inputs. For other shallow architecture-based methods, we extract 4096-dimensional deep features from the fc7-layer of the VGG-F network [62]. Note that the construction of the semantic similarity matrix is an offline process, we can thus utilize a more powerful network to learn this matrix. Accordingly, in this paper, we employ the resnet152 architecture [66] to learn the semantic similarity matrix. To further demonstrate the superiority of the proposed method, we also extract 2048-dimensional feature vectors from
the pool5-layer using the resnet152 architecture for traditional architecture-based methods.

B. Implementation Details

We implement the UADH model via TensorFlow [67]. For the encoder network, we adopt the VGG-F architecture [65]. Parameters for all layers except for the hash layer are fine-tuned from the pre-trained model. All other parameters in our model are learned from scratch. We employ the SGD method to optimize our model, with 0.9 momentum, min-batch size 24, and learning rate $10^{-3}$. Parameters $\alpha$, $K_1$, and $K_2$ are selected using a cross-validation set. In our experiments we set $\alpha$ as $10^{-4}$. $K_1$ and $K_2$ are set as 500 and 300 for CIFAR10, and 2,000 and 1,000 for FLICKR25K and NUSWIDE.

We adopt four evaluation criteria to evaluate the performance, which are mean average precision (MAP), topN-precision, recall@K, and precision-recall. The first three are based on Hamming ranking results, which returns retrieved data according to their Hamming distance with the query data. While, the last criterion is based on hash lookup, which constructs a lookup table and returns points falling within a given Hamming radius centered at the query.

MAP is one popular criteria to measure the retrieval performance. For a query data, a list of $R$-ranked points are first returned. Then the average precision (AP) is given as

$$AP = \frac{1}{N} \sum_{r=1}^{R} P(r) \delta(r),$$

where $N$ is the relevant data point number for the query, and $P(r)$ is the precision value for the first $r$ returned data points. Note that $\delta(r) = 1$ if the $r$-th returned data points is relevant to the given query; otherwise, $\delta(r) = 0$. MAP denotes the average APs for queries. $R$ represents the number of retrieval points. Two points are regarded as relevant if they share at least one common label. TopN-precision gives the precision for different returned data point numbers. Recall@K counts the percentage of true neighbors among all the ground truth. Precision-recall shows recall and the corresponding precision values, and is usually obtained by varying the Hamming radius and evaluating the precision and recall values.

C. Baseline Methods

The proposed method is compared with five state-of-the-art unsupervised shallow architecture-based hashing methods (ITQ, SH, DSH, SpH, and SGH) and two recently proposed deep unsupervised hashing methods (DeepBit and BGAH).

- ITQ [53] first performs PCA to map original data to a low-dimensional space then learns an orthogonal rotation matrix to minimize the quantization error.
- SH [22] treats the problem of finding the best code for a given dataset as a graph partitioning problem, and obtains a spectral method by relaxing this partitioning problem.
- DSH [68] extends LSH [69] by exploring the geometric structure of the data and avoids randomly selecting projections by using projections that best agree with the data distribution.
- SpH [55] uses a hypersphere to formulate a spherical hash function, and also proposes an iterative optimization algorithm to learn the hash codes.
- SGH [57] adopts a variational autoencoder framework and learns hash functions using the minimum description length principle, such that the learned hash codes can efficiently compress the dataset.
- DeepBit [47] constructs a similarity matrix by rotating the original images and considering the rotated image and the corresponding original image to be similar. Hash codes are learned to preserve this similarity.
- BGAH [61] restricts the input noise variable of GAN to be binary, and tries to generate images that preserve neighbor structure and content information.

D. Effect of Semantic Similarity Matrix

We evaluate the precision of nearest neighbors for the matrix based on KNN and our proposed semantic similarity matrix for the CIFAR10 dataset. Results are shown in Fig. 2, which clearly demonstrates the superiority of our proposed semantic similarity matrix.

E. Results

We first give the MAP results for our method and all baseline methods across different hash bit lengths on all three datasets as a global evaluation. We then fix the code length to 32 and draw precision-recall curves, topN-precision curves, and recall@K curves of the proposed UADH and all baseline methods to present a comprehensive comparison.

Table II reports the MAP values for all methods with code length varying from 16 to 128 and all shallow methods evaluated based on VGG-F features. From Table II, we can see that the proposed method consistently obtains the best results across different hash bit lengths and different datasets. Specifically, for CIFAR10, the MAP of UADH obtains a relative improvement over the best baseline methods of 17.98%, 21.87%, 18.90%, and 18.30% for 16, 32, 64, and 128 bit length respectively. To further verify the effectiveness of our UADH, we extract CNN features from the resnet152 architecture, which is pre-trained on the ImageNet dataset. All shallow
baselines are then evaluated based on these deep features. Table III reports MAP values with shallow methods evaluated on resnet152 features. Comparing Table II and Table III, it can be seen that most shallow methods achieve better results by using resnet152 features. This may be because more powerful architecture captures more high-level semantic information in the corresponding features. From Table III, we can also see that the proposed UADH outperforms all baseline methods. It should be noted that our method is based on the VGG-F network, which is less powerful than the resnet152 network. As such, the results presented in Tables II and III clearly demonstrate the superiority of the proposed UADH.

Fig. 3, 4, and 5 show recall-precision curves, topN-precision curves, and recall@K curves on CIFAR10, FLICKR25K, and NUSWIDE, respectively. All the shallow methods are based on VGG-F features. Fig. 6, 7, and 8 show the results based on the same evaluation criteria and datasets, except that the features for the shallow methods are extracted from the resnet152 architecture. The left-hand part of these figures shows the recall-precision results, from which we can see that UADH always achieves the highest performance compared with both other deep hashing methods and all shallow architecture-based methods with both VGG-F and resnet152 features. The right-hand part of these figures shows the recall@K results, which also indicates that our method can outperform other methods in all cases. Since MAP values, topN-precision curves, and recall@K curves are all based on Hamming ranking, our above analysis collectively shows that UADH exhibits superior performance for Hamming ranking-based evaluations. To illustrate hash lookup results,
we plot the recall-precision curves for all deep learning-based methods and shallow architecture-based methods with VGG-F and resnet152 features by varying the Hamming radius. The results are shown in the middle part of the above figures, from which we can see that UADH always achieves the best performance in all cases.

**F. Ablation Study**

We verify the impact of the adversarial learning modules on our UADH’s performance by designing a variant, UADH-1, which is built by removing the adversarial learning component. Table IV presents the MAP results on different bit lengths for three datasets. From the results, we can see that UADH always achieves better results, demonstrating the role of the adversarial learning.

The adversarial learning part enforces hash codes to preserve important information by generating nearly real images from hash codes and can inherently reduce the over-fitting problem. Fig. 9 illustrates synthetic image samples on CIFAR10 dataset. To measure the over-fitting problem, we adopt the MAP gap between training and testing data. Concretely, we calculate the MAP@50 results for training and testing data and show their gap for UADH-1 and
To maximize the information capacity, binary codes are usually expected to be balanced, which means that each hash bit should have equal probability to be +1 or −1. Note that the adversarial learning part can match the joint distribution of hash codes and images. Therefore, the marginal hash code distribution can also be matched. Since the hash codes for the generator are sampled randomly, the hash codes from the encoder will also be forced to have equal probability to be +1 or −1. Here, we show that the adversarial learning part can help to learn balanced codes. To give a quantitative analysis, we calculate the absolute mean values of the database hash codes.

Table IV shows the MAP results of UADH and its variant UADH-1. The results are illustrated in Fig. 10(a), from which we can get that UADH consistently have smaller MAP gaps than UADH-1. These results verify that the adversarial learning can effectively ease the over-fitting problem.
hash codes for UADH-1 and UADH. The results are shown in Fig. 10(b), which clearly show that the hash codes from UADH have smaller absolute mean values than UADH-1 and demonstrate that UADH can learn more balanced hash codes than UADH-1.

G. Comparison With Supervised Hashing Methods

We further compare UADH with several popular supervised hashing methods, including DRSCH [70], DSCH [70], DSRH [71], and DPSH [41]. The MAP values for all methods on the CIFAR10 and NUSWIDE datasets with 16 and 32 hash bit length are reported in Table V. It should be noted that we directly use the results reported in DPSH [41], which use an experimental setting that differs slightly from ours. We use these results to give a general comparison. From Table V, we can see that UADH achieves the best performance on NUSWIDE and the second best on CIFAR10 for both 16 and 32 hash bit length, even though our method does not leverages any label information. These results further demonstrate the superiority of our proposed method.

H. Visualization

Fig. 11 shows the t-SNE visualizations [72] of the learned hash codes for the proposed method and two deep baseline methods, Deepbit [47] and BGAN [61], on the CIFAR10 dataset with 64 hash bit length. As can be seen from Fig. 11, Deepbit and BGAN do not preserve semantic structures of testing data in Hamming space very well as they fail to leverage the semantic similarity of testing data. Thanks to the proposed semantic-preserving loss and adversarial inference loss, along with the adversarial training process, our methods learn hash codes that can capture rich semantic information.

VI. Conclusion

In this paper, we propose a novel unsupervised hashing method called Unsupervised ADversarial Hashing (UADH) for image search. UADH consists of an encoder network, a generative network, and a discriminative network, and adopts an adversarial learning framework to match the encoder and generative networks. To further preserve the semantic information of training data in Hamming space, we also integrate a semantic-preserving loss in the adversarial learning framework. Experiments conducted on CIFAR10, FLICKR25K, and NUSWIDE show that the proposed UADH yields state-of-the-art image retrieval performance on standard benchmarks, thereby validating our proposal and analysis.
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