Joint Sparse Representation and Multitask Learning for Hyperspectral Target Detection

Yuxiang Zhang, Member, IEEE, Bo Du, Senior Member, IEEE, Liangpei Zhang, Senior Member, IEEE, and Tongliang Liu, Senior Member, IEEE

Abstract—With the high spectral resolution, hyperspectral images (HSIs) provide great potential for target detection, which is playing an increasingly important role in HSI processing. Many target detection methods uniformly utilize all the spectral information or employ reduced spectral information to distinguish the targets and background. Simultaneously reducing spectral redundancy and preserving the discriminative information is a challenging problem in hyperspectral target detection. The multitask learning (MTL) technique may have the potential to solve the above problem, since it can explore the redundancy knowledge to construct multiple sub-HSIs and integrate them without any information loss. This paper proposes the joint sparse representation and MTL (JSR-MLT) method for hyperspectral target detection. This approach: 1) explores the HSIs similarity by a band cross-grouping strategy to construct multiple sub-HSIs; 2) takes full advantage of the MTL technique to integrate the sparse representation models for the multiple related sub-HSIs; and 3) applies the total reconstruction error difference accumulated over all the tasks to detect the targets. Extensive experiments were carried out on three HSIs, and it was founded that JSR-MLT generally shows a better detection performance than the other target detection methods.

Index Terms—Hyperspectral imagery, multitask learning (MTL), sparse representation, target detection.

I. INTRODUCTION

TARGET detection focuses on distinguishing specific targets from various backgrounds, with prior knowledge of the targets [1], [2], which is essentially a binary classification problem. With the characteristic of the high spectral resolution, hyperspectral images (HSIs) with hundreds or even thousands of spectral bands can distinguish subtle spectral differences, even between very similar materials, providing a unique advantage for target detection [3]–[5]. Target detection has, therefore, attracted much attention in many HSI applications, and it has been successfully used in real-world applications, such as detecting rare minerals in geology, oil pollution in environmental research, landmines in the public safety and defense domain, and man-made objects in reconnaissance and surveillance applications [6]–[10].

The current target detection methods mainly utilize the detailed spectral information from HSI data and use different techniques to distinguish the targets and background. One approach typically derives from the statistical hypothesis testing theory [11]. This kind of method implicitly or explicitly assumes that the test pixels in the HSI obey a certain statistical distribution, such as a Gaussian distribution. The generalized likelihood ratio test and the maximum likelihood estimation [11] methods can be conveniently used to construct a detector. According to the different hypothesis models, a large number of target detection methods have been proposed in recent decades. Well-known algorithms include the adaptive coherence/cosine estimator (ACE) [12], the spectral matched filter (SMF) [13], and the matched subspace detector (MSD) [14]. Some target detection methods, such as the constrained energy minimization (CEM) [15], are conducted via filtering or projection techniques building a finite impulse response filter and imposing it on the targets and backgrounds in order to highlight the targets and suppress the background [16], [17]. Another kind of target detection method is based on machine learning techniques, which have recently been the subject of great attention. Typical examples of these methods are sparsity-based detectors [17]–[21]. For example, Chen et al. [20] introduced sparse representation into hyperspectral target detection and proposed the sparsity-based target detector (STD), where a test sample is approximately represented by very few training samples from both target and background dictionaries, and the recovered sparse representation is directly used for the detection decision. The sparse representation-based binary hypothesis detector (SRRBHDD) was further proposed for mixed-target pixels [21] through building a sparse representation-based binary hypothesis model. The other common methods are the kernel-based target detectors [22]–[25]. Kwon and Nasrabadi [22] combined the kernel trick and kernel technique with the target detection problem, mapping the original feature space into a high-dimensional kernel space in order to deal with the linearly inseparable problem in the original space. Typical methods...
include the kernel SMF [23], the kernel orthogonal subspace projection detector [24], and kernel MSD [25].

The above existing target detection methods usually treat each pixel in the image as a vector format. The vector corresponding to each pixel is an input to a detector, resulting in a response value. For an ideal detector, the response values for the target pixels are large, while the response values for the nontarget pixels are small. Thus, the difference between the target and nontarget pixels can be represented by the output 2-D image with the response values. It can be observed that, most of the current target detection methods uniformly utilize the discriminative information within all single-band images, without considering the inherent similarity between the adjacent single-band images. However, the spectral resolution of HSIs is so high that even the adjacent single-band images, without considering the inherent similarity between the adjacent single-band images. The proposed method explores the spectral similarity between the adjacent single-band images to construct multiple sub-HSIs with the band cross-grouping strategy, which leads to multiple related detection tasks. In this way, the redundancy in each detection task can be effectively avoided. The proposed method further explores the similarity among the sub-HSIs to analyze the latent sparse representation of each task, and the multiple sparse representation model is then integrated via a unified MTL approach to complement each other for target detection. In this way, the elaborate and fine spectral information behind the high-dimension original HSI data set is fully used, so that the discriminative information is not lost. Finally, the proposed method applies the total reconstruction error difference between the target and the background subdictionaries accumulated over all the tasks to detect the probable targets. To the best of our knowledge, it is the first attempt to effectively compromise data redundancy reduction and discriminative information preservation with the MTL technique in hyperspectral target detection, which may provide a fresh eye idea in hyperspectral target detection field.

The rest of this paper is organized as follows. Section II briefly introduces the classical STD and the MTL theory. The proposed JSR-MTL method is then presented in detail in Section III. The experimental results of the proposed method with several HSIs are presented in Section IV. Finally, the conclusions are drawn in Section V.

II. BRIEF INTRODUCTION TO PREVIOUS METHODS

A. Classical Sparsity-Based Target Detector

The STD is conducted based on the assumption that, the spectrum of a background pixel approximately lies in a low-dimensional subspace spanned by the background training samples, and the spectrum of a target pixel approximately lies in a low-dimensional subspace spanned by the target training samples. Thus, the unknown test pixel approximately lies in the union of the background and target subspace. The recovery process implicitly leads to a competition between the background subspace and the target subspace [20].

Considering an HSI with $N$ pixels and $B$ bands, then a test pixel $x$ can be represented by a sparse and linear combination of the background training samples $(a_i^b)_{i=1,2,...,N_b}$ and the target training samples $(a_i^t)_{i=1,2,...,N_t}$.

$$x \approx (a_i^b a_i^b + a_i^b a_i^b + \cdots + a_i^b a_i^b) + (a_i^t a_i^t + a_i^t a_i^t + \cdots + a_i^t a_i^t)$$

$$= A^b \alpha^b + A^t \alpha^t$$

$$= A \alpha$$

where $N_b$ and $N_t$ are the number of background and target training samples, respectively. $A^b \in \mathbb{R}^{B \times N_b}$ and $A^t \in \mathbb{R}^{B \times N_t}$ are the background dictionary and target dictionary, whose
columns are the background and target training samples, respectively. \( \mathbf{A} \) is the union dictionary consisting of both the background and target training samples. \( \mathbf{a} \) is a concatenation of \( \mathbf{a}^b \) and \( \mathbf{a}^t \), which are sparse vectors with only a few nonzero entries. The sparse vector \( \mathbf{a} \) can be recovered by solving

\[
\hat{\mathbf{a}} = \arg \min \| \mathbf{Aa} - \mathbf{x} \|_2 \quad \text{s.t.} \quad \| \mathbf{a} \|_0 \leq K_0
\]

(2)

where \( \| \cdot \|_0 \) denotes the \( \ell_0 \)-norm, which is defined as the number of nonzero entries in the vector. \( K_0 \) is a given upper bound on the sparsity level [37]. The above problem can be solved by the orthogonal matching pursuit [38] algorithm.

Partially reconstructed pixels, using only the background or target dictionary, can be obtained by decomposing the sparse vector \( \hat{\mathbf{a}} \) into \( \hat{\mathbf{a}}^b \) and \( \hat{\mathbf{a}}^t \), which are the vectors, respectively, corresponding to the background and target training samples. The residuals of recovery by the background and target sub-spaces are

\[
\begin{align*}
\hat{r}_b(\mathbf{x}) &= \| \mathbf{x} - \mathbf{A}^b \hat{\mathbf{a}}^b \|_2 \\
\hat{r}_t(\mathbf{x}) &= \| \mathbf{x} - \mathbf{A}^t \hat{\mathbf{a}}^t \|_2.
\end{align*}
\]

(3)

The class label of the test pixel can be determined by these residuals, and the output of the detector is calculated by

\[
D_{\text{STD}}(\mathbf{x}) = \hat{r}_b(\mathbf{x}) - \hat{r}_t(\mathbf{x}).
\]

(4)

### B. Multitask Learning Theory

The MTL methodology was proposed by Caruana [36]. It is an inductive transfer method that uses the domain-specific information contained in the training signals of related tasks [36], which can guarantee that the related tasks can learn from each other and make the inductive transfer method work [39], [40].

There are two key techniques of MTL. One is the construction of multiple tasks with commonality. The multiple tasks can be constructed in various ways, which may depend on the specific application. The above-mentioned handwritten digit recognition problem involves constructing ten related digit recognition tasks, according to the number of digits [32]. Some of the MTL-based classification methods construct related classification tasks according to the different features captured from the training samples of the same class [33], [41].

The other key technique is the relevance analysis of multiple tasks. Tasks can be related in various ways. There are two commonly used approaches: 1) tasks may be related through assuming that all the learned functions are close to each other in some norm and 2) tasks may also be related in that they all share a common underlying representation [42], [43]. For the first type of task relatedness, the typical approach is the linear regression function. For example, the handwritten digit recognition problem assumes that the ten digit recognition tasks share a common linear regression model [32]. For the second type of task relatedness, there are some widely used representations, such as sparsity, a manifold constraint, or a graphical model structure [32]. For example, the classification method proposed in [34] assumes that different features for different tasks share a common sparse representation with the \( \ell_{1,2} \) mixed-norm. These two types of task relatedness can also be combined, for example, we study the problem of estimation multiple regression equations, where multiple tasks have the same functions and simultaneously share the sparsity assumptions on the regression coefficients [44]. The model can be specified as

\[
\begin{align*}
y^1 &= \mathbf{x}^1 \beta^1 + \eta^1 \\
y^2 &= \mathbf{x}^2 \beta^2 + \eta^2 \\
\vdots \\
y^T &= \mathbf{x}^T \beta^T + \eta^T
\end{align*}
\]

(5)

where for each \( t = 1, 2, \ldots, T \), \( y^t \) is an \( n \)-dimensional vector of the observations, \( \mathbf{x}^t \) is a prescribed \( n \times M \) design matrix, and \( \beta^t \) is the unknown vector of the regression coefficients. The equations can be incorporated into the following model:

\[
\hat{\beta} = \arg \min_{\beta^t} \sum_{t=1}^T \| y^t - \mathbf{x}^t \beta^t \|_2^2 + \Omega(\beta)
\]

(6)

where \( \Omega(\beta) \) further encodes the task relatedness, and different assumptions on the task relatedness lead to different regularization terms. It can be assumed that the regression vectors share the same \( \ell_0 \)-norm sparsity pattern, which means that the set of relevant predictor variables is the same across the different equations.

### III. Joint Sparse Representation With Multitask Learning for Hyperspectral Target Detection

In this section, we further analyze the spectral similarity behind the HSI. Based on the analysis, multiple related detection tasks are constructed through constructing multiple sub-HSIs for each task.

#### A. Construction of Multiple Detection Tasks With the Band Cross-Grouping Strategy

To better illustrate the spectral similarity behind the HSI, we took the Hyperspectral Digital Image Collection Experiment (HYDICE) data set as an example, and the similarity between each band image was calculated via correlation coefficients. The HYDICE data set is introduced in detail in the following experimental part. The result is provided through a correlation coefficient matrix, as shown in Fig. 1, where the axes represent the band order of the HSI. It can be seen that the correlation coefficient values near to the diagonal (corresponding to the adjacent bands) are much higher.

To utilize the spectral similarity, MTL is introduced for the hyperspectral target detection. One key problem is how to construct the multiple related detection tasks. Considering that each data set naturally corresponds to a detection task, multiple related detection tasks can be constructed through constructing multiple related sub-HSIs from the original HSI. The multiple related sub-HSIs can be obtained with the band cross-grouping strategy. That is to say, in accordance with the band order of the original HSI, we cross-group the multiple adjacent single-band images into different groups. Finally, each group forms
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the multiple tasks. Fortunately, the spectral similarity of the Learning Model permitted in this paper, and is illustrated in the following part. numbers of the sub-HSIs may not be the same, which is where $B$ be labeled as $R_n$. For the original HSI with the size of $a$ sub-HSI, as shown in Fig. 2. In this way, the corresponding single-band images in the same position in each sub-HSI are usually highly related to each other. For example, the first single-band images (labeled as 1, 2, and 3) in three sub-HSIs are similar to each other, which guarantee the relatedness among the multiple sub-HSIs. Therefore, these multiple related sub-HSIs correspond to multiple related detection tasks.

For the original HSI with the size of $h \times w \times B$, which can be labeled as $X \in \mathbb{R}^{h \times w \times B}$, the number of detection tasks is set as $K$, and the size of each sub-HSI is $(h \times w \times B^K)$. The band number of the sub-HSI $(B^K)_k=1$ can be calculated as follows:

$$B^K = \begin{cases} B/K, & a = 0 \\ B/K + 1, & 0 < k \leq a \\ B/K, & a < k \leq K \end{cases}$$

where $B$ divided by $K$ is equal to $B/K$, and $a$ is the remainder, labeled as mod$(B, K) = a$. It can be seen that the band numbers of the sub-HSIs may not be the same, which is permitted in this paper, and is illustrated in the following part.

**B. Joint Sparse Representation and Multitask Learning Model**

Another key problem of MTL is the relevance analysis of the multiple tasks. Fortunately, the spectral similarity of the multiple sub-HSIs naturally guarantees the relevance of the multiple detection tasks. Furthermore, since the multiple sub-HSIs are highly related to each other, the multiple detection tasks are likely to share a common underlying representation. In recent years, sparse representation presented improved detection performance at some cases [18]–[21]. Therefore, it is reasonable to assume that the multiple detection tasks share the sparse representation.

Considering the $k$th sub-HSI, a test sample $x^k \in \mathbb{R}^{B^K}$ can be modeled to lie in the union of the background and target subspaces, respectively, spanned by the background training samples $d^{k}_{i} \in \mathbb{R}^{B^K \times N_B}$ and the target training samples $d^{k}_{t} \in \mathbb{R}^{B^K \times N_t}$ Therefore, $x^k$ can be represented by a sparse linear combination of all the training samples

$$x^k = \left( w_{1}^{k} d^{k}_{1} + \cdots + w_{N_B}^{k} d^{k}_{N_B} \right) + \left( w_{1}^{k} d^{k}_{1} + \cdots + w_{N_t}^{k} d^{k}_{N_t} \right) + \zeta^k = D^{kb} w^{kb} + D^{kt} w^{kt} + \zeta^k = D^{k} w^{k} + \zeta^k$$

where $\zeta^k$ is the random noise. $N_B$ and $N_t$ are the number of background and target training samples, respectively. $D^{kb}$ and $D^{kt}$ are the $B^K \times N_B$ background dictionary and $B^K \times N_t$ target dictionary, respectively. $w^k \in \mathbb{R}^{N_B+N_t}$ is a concatenation of $w^{kb}$ and $w^{kt}$, which are the coefficient subvectors over the $k$th sub-HSI $D^{kb}$ and $D^{kt}$. It can be seen that the size of these coefficient vectors is not related to the band number of the sub-HSI. Thus, the fact that the band numbers of the sub-HSIs may not be the same does not affect the representation model.

Specifically, the background dictionary is generated locally for each test pixel through a dual concentric window, which separates the local area around each pixel into two regions, a small inner window region (IWR) centered within a larger outer window region (OWR) [20]. $D^{k} \in \mathbb{R}^{B^K \times (N_B+N_t)}$ is the union dictionary consisting of both the background and target training samples for the $k$th sub-HSI.

Since the $K$ groups of subimages are highly related to each other, they are likely to share the same sparse representation. The sparse representation for a single-task case can be generalized to a multiple-task case. Thus, for the multiple detection tasks, the original test pixel $x \in \mathbb{R}^{B}$ decomposed into $K$ subvectors can be represented as

$$x^1 = D^{kb} w^{kb} + D^{kt} w^{kt} + \zeta^1 = D^1 w^1 + \zeta^1$$

$$\vdots$$

$$x^K = D^{kb} w^{kb} + D^{kt} w^{kt} + \zeta^K = D^K w^K + \zeta^K.$$  

These models can be incorporated into the multitask sparse representation model

$$\widehat{W} = \arg \min_{W^k} \sum_{k=1}^{K} \left( \| x^k - D^k w^k \|^2_2 + \rho \| W \|_2,1 \right)$$  

where $W \in \mathbb{R}^{(N_B+N_t) \times K}$ is the matrix formed by stacking the vectors $w^k \in \mathbb{R}^{N_B+N_t}$, $\rho$, which penalizes the $\ell_2,1$-norm of the matrix $W$, is the regularization parameter to trade off the data fidelity term and the regularization term. It is obtained by first computing the $\ell_2$-norm of the rows $\{ w_i \}_{i=1}^{N_B+N_t}$ (across

Fig. 1. Spectral similarity between different bands of an HSI.

Fig. 2. Band cross-grouping strategy for the multiple detection tasks.
Algorithm 1 Coefficients Optimization Algorithm

Input:
1) Data \( \{D^k, x^k\}_{k=1}^{K} \), regularization parameter \( \rho \),
2) initial variables and parameters \( \omega^k = (D^k)^T x^k, v^k = \omega^k, \alpha^0 = -1, t := 0. \)

repeat
1) \( \omega^{k,t+1} = \omega^{k,t} - \frac{1}{t} \left[ -(D^k)^T x^k + (D^k)^T D^k v^{k,t} \right] \),
2) \( w_{i}^{t+1} = \left[ 1 - \rho \eta / \|w_i^{t+1}\|_2 \right] + w_{i}^{t+1}, \)
3) \( \alpha^t = 2(t - 1)/\left( 1 + \sqrt{1 + 4t^2} \right) \),
4) \( v^{k,t+1} = (1 + \alpha^t) v^{k,t+1} - \alpha^t \omega^{k,t} \),
5) \( t := t + 1 \)

until convergence is attained

Output: Coefficient vectors \( \{\tilde{w}^k\}_{k=1}^{K} \).

can be used to obtain the detection decision via the recovery residuals with the two subdictionaries \( D^{kb} \) and \( D^{kt} \).

We can then calculate the residual errors for the background and target between the multiple signals in the sub-HSIs \( \{x^k\}_{k=1}^{K} \) and the approximations recovered via their corresponding subdictionaries \( \{D^{kb}\}_{k=1}^{K} \) and \( \{D^{kt}\}_{k=1}^{K} \)

\[
\begin{align*}
\rho^b &= \sum_{k=1}^{K} \|x^k - D^{kb} \tilde{w}^k\|_2 \\
\rho^t &= \sum_{k=1}^{K} \|x^k - D^{kt} \tilde{w}^k\|_2
\end{align*}
\]

where \( \tilde{w}^b \) and \( \tilde{w}^t \) are the subsets of the coefficient vector \( \tilde{w} \) associated with the background and target. The output of the test pixel \( x \) is then calculated by

\[
D(x) = \rho^b - \rho^t.
\]

Finally, a visual illustration of the proposed JSR-MTL algorithm for HSIs is shown in Fig. 3. Given an HSI, multiple sub-HSIs are extracted via the band cross-grouping strategy. We construct the multiple signals for each pixel \( \{x^k\}_{k=1}^{K} \), and multiple union dictionaries \( \{D^k\}_{k=1}^{K} \), and the local dual window. Each pixel is jointly and sparsely represented as a linear combination of the union dictionary corresponding to each task. Finally, the detection decision rules in favor of the target class or the background class with the lowest total reconstruction error accumulated over all the tasks.

IV. HYPERSONIAL DATA EXPERIMENTS

A. Data Set Description

Three hyperspectral data sets were used in this paper to evaluate the effectiveness of the proposed detector introduced in Section III. The first data set consists of synthetic data, as used in [17] and [48], and is referred to as the Synthetic data set. The 15 end member signatures selected from the U.S. Geological Survey [49] digital spectral library were used to generate the synthetic data, including Labradorite HS173B, Rhodochrosite Hs67, and so on. The spectra were collected in 224 bands uniformly spanning 0.4–2.5 μm. Labradorite HS173B was used as the target spectrum. The target implantation method introduced by Chang et al. [50] was employed to generate the synthetic data. First, we divided the synthetic map, whose size was \( s \times s \) \(( s = 8)\), into \( s \times s \) regions. Each region was initialized with the same type of ground cover, which was randomly selected from the aforementioned 15 kinds of spectra. Second, we implanted clean targets into the backgrounds by replacing their corresponding pixels. Finally, we mixed the synthetic map through \((s+1) \times (s+1)\) spatial low-pass filter to generate the mixed pixels, and we added a Gaussian white noise with 20-dB SNR into the synthetic map at the same time. Fig. 4(a) shows the first band of the Synthetic data set, and Fig. 4(b) shows the ground truth. We selected two pixels labeled in red as the target atoms, so \( N_t = 2 \).

The second data set was collected by the HYDICE sensor [20], [51]. This data set has 210 spectral
bands in the visible CNIR range. The spatial resolution is 2 m and the spectral resolution is 10 nm. After removing the water absorption, low-SNR, and bad bands (1–4, 76, 87, 101–111, 136–153, and 198–210), 162 bands were retained. The image scene is 150 × 150 pixels, as shown in Fig. 5(a). This data set is an urban scene in which there are nine vehicles, including 21 target pixels as targets to be detected, as shown in Fig. 5(b). The spectral signatures of the target training samples were collected from the \( N_t = 3 \) pixels labeled in red.

The third data set was collected by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor from San Diego, CA, USA. The spatial resolution of this image is 3.5 m per pixel [52], [53]. The image has 224 spectral channels in wavelengths ranging from 370 to 2510 nm. After removing the bands that correspond to the water absorption regions, low-SNR, and bad bands (1–6, 33–35, 97, 107–113, 153–166, and 221–224), 189 bands were retained in the experiments. An area of 100 × 100 pixels was used for the experiments. The image scene is shown in Fig. 6(a). There are three planes in the image, which consist of 58 pixels, as shown in Fig. 6(b). We selected one pixel labeled in red from each plane as the target atoms, \( N_t = 3 \).

### B. Evaluation of the Multiple Detection Tasks Combination

First, the detection performance of the multiple detection tasks combination in the proposed JSR-MTL algorithm was investigated. Three cases needed to be compared: 1) the detection performance for the original HSI; 2) the detection performance for each sub-HSI; and 3) the detection performance for the multiple sub-HSI combination. We took three detection tasks via the band cross-grouping strategy as an example (\( K = 3 \)), and the detection performance for the three cases is provided through the area under the curve (AUC) values, as shown in Table I. The best results for each data set are labeled in bold.

The sizes of the OWR for the three data sets were set as 17 × 17. The sizes of the IWR are related to the size of the target, and were set as 7 × 7, 5 × 5, and 7 × 7 for the Synthetic, HYDICE, and AVIRIS data sets, respectively. The numbers of
the background training samples for the three data sets were, therefore, $N_b = 240$, $N_b = 264$, and $N_b = 240$, respectively.

The results show that the performance of the multiple sub-HSI combination is better than that of the original HSI for all three data sets, and is generally better than that of the individual sub-HSIs, especially for the Synthetic and HYDICE data sets. For the AVIRIS data set, compared with the performance of the sub-HSIs, the detection performance of the sub-HSI combination is not always the best. We further analyze the reason for this in the following.

Second, the effectiveness of the band cross-grouping strategy in the JSR-MTL algorithm was evaluated and compared with the band sequence-grouping strategy in order to find out which way can better reveal the internal spectral similarity information across adjacent bands and better fit the MTL theory. The band sequence-grouping strategy means that we sequence-group the bands of the original HSI into multiple groups, and then each group forms a sub-HSI. For example, for the AVIRIS data set, when $K = 3$, we sequence-group the first 63 bands as the first sub-HSI, the next 75 dimensions correspond to the second sub-HSI, and the last 63 bands as the third sub-HSI. For the two strategies, the detection performances of three cases are provided through the AUC values, as shown in Table I.

The results show that the performance of the multiple sub-HSIs combination with the band sequence-grouping strategy is worse than that of the original HSI for all three data sets. What is more, under each sub-HSI and multiple sub-HSIs combination cases, the performance of the band cross-grouping strategy is generally better than that of the band sequence-grouping strategy for all three data sets. The results demonstrate that the spectral similarity between the multiple sub-HSIs with the band cross-grouping strategy leads to much obvious relatedness in the multiple detection tasks, which is more efficient for hyperspectral target detection.

Third, to further analyze the superiority of JSR-MTL with the band cross-grouping strategy, the commonality and complementary nature of the multiple sub-HSIs was investigated. Accordingly, the correlation coefficient matrices across three sub-HSIs were calculated for the three data sets, as shown in Fig. 7. A statistical analysis was further undertaken for the correlation coefficient matrices, and boxes were drawn to enclose the main parts of the values, excluding the biggest 10% and the smallest 10%, as shown in Fig. 8. It can be seen that the correlation coefficient matrix for the HYDICE data set shown in Fig. 7(b) is different from that shown in Fig. 1. The difference lies in the meaning of the band number. Fig. 1 shows the correlation coefficient matrix of the original HYDICE data set with band numbers $[1, 2, \ldots, 161, 162]$. Fig. 7(b) shows the correlation coefficient matrix of the new data set, which was obtained by combining the three sub-HSIs together. The band numbers of the new combined data set $[1, 2, \ldots, 161, 162]$ are actually $[1, 4, \ldots, 160, 2, 5, \ldots, 161, 3, 6, \ldots, 162]$ of the original HSI. The correlation coefficient matrices of the combined sub-HSIs for the three data sets are, respectively, shown in Fig. 7.

For the Synthetic data set, as shown in Fig. 7(a), the first 75 dimensions correspond to the first sub-HSI, the next 75 dimensions correspond to the second sub-HSI, and the last 74 dimensions correspond to the third sub-HSI. For the HYDICE and AVIRIS data sets, as shown in Fig. 7(b) and (c), the dimensions, respectively, corresponding to the three sub-HSIs are 54 and 63. It can be seen that the correlation coefficient values between the sub-HSIs vary from 0.15 to 0.75, 0.05 to 1, and 0.75 to 1 for the Synthetic data set, the HYDICE data set, and the AVIRIS data set, respectively. In addition, as shown in Fig. 8, the middle 80% of the correlation coefficient values between sub-HSIs focus on the ranges of 0.32–0.62, 0.35–0.99, and 0.89–0.99 for the Synthetic data set, the HYDICE data set, and the AVIRIS data set, respectively. These results reflect two points. First, the correlation coefficient values between sub-HSIs are relatively large, especially for the Synthetic data set and the HYDICE data set. That is to say, on the one hand, different sub-HSIs are similar to each other. In addition, on the other hand, the different

### Table I

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Cases</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Synthetic</td>
<td>HYDICE</td>
</tr>
<tr>
<td>Cross-grouping</td>
<td>Original HSI</td>
<td>0.88298</td>
</tr>
<tr>
<td></td>
<td>Sub-HSI 1</td>
<td>0.86534</td>
</tr>
<tr>
<td></td>
<td>Sub-HSI 2</td>
<td>0.87897</td>
</tr>
<tr>
<td></td>
<td>Sub-HSI 3</td>
<td>0.87948</td>
</tr>
<tr>
<td></td>
<td>Sub-HSIs combination</td>
<td>0.89081</td>
</tr>
<tr>
<td>Sequence-grouping</td>
<td>Sub-HSI 1</td>
<td>0.88808</td>
</tr>
<tr>
<td></td>
<td>Sub-HSI 2</td>
<td>0.84739</td>
</tr>
<tr>
<td></td>
<td>Sub-HSI 3</td>
<td>0.81244</td>
</tr>
<tr>
<td></td>
<td>Sub-HSIs combination</td>
<td>0.8669</td>
</tr>
</tbody>
</table>
Sub-HSIs can reflect different aspects of the discriminative information of the HSI and are complementary to a certain degree. This result suggests that the multiple sub-HSIs have the commonality and complementary nature, it is logical to combine the sub-HSIs via MTL for target detection, and it has been verified that the multiple sub-HSI combination can obtain a better performance than the individual sub-HSIs for the Synthetic and HYDICE data sets. It can also be seen that the correlation coefficient values within sub-HSIs are similar to those between sub-HSIs. However, too large correlation coefficient values within sub-HSIs are not efficient for target detection, as a sub-HSI with very similar single-band images may contain less useful discriminative information. From the results of the AVIRIS data set, we can see that the correlation coefficient values both within sub-HSIs and between sub-HSIs are too large, especially the middle 80% of the correlation coefficient values, which can affect the performance of the multiple sub-HSI combination. In addition, it has been verified that the multiple sub-HSI combination cannot always obtain a best performance compared with all the individual sub-HSIs. Overall, compared with other detectors, hCEM obtains a low probability of detection at a large range of FAR. The detection performance of rACE is very different for the three data sets and it does not show a robust detection performance, especially for the HYDICE and AVIRIS data sets. JSR-MTL obtains a good performance compared with the other detectors for all three data sets. In addition, we can further adjust the number of detection tasks $K$, the regularization parameter $\rho$, and the window size to obtain an even better performance.
In addition, the low detection probability of JSR-MTL for the Synthetic data set in a low FAR is analyzed as follows. With the spatial low-pass filter and Gaussian white noise, all the target pixels in the Synthetic data set are mixed pixels. The spectral similarity between the target spectra was further analyzed via the spectral angel mapper (SAM), and the SAM between the target training samples with the other target pixels is shown in Fig. 10. It can be seen that the target spectra are much different from each other and show a great spectral variability. Therefore, this data set is relatively hard to detect the targets when compared with the other two data sets. Ideally, for the target test pixel in JSR-MTL, the total reconstruction error via the subtarget dictionary is zero. However, considering the target spectral variability, for the test target pixel, the subtarget dictionary may be hard to represent the pixel spectrum. Therefore, the total reconstruction error via the subtarget dictionary is nonzero, and the output of the test target pixel is decreased compared with the ideal case. That is to say, the output of the target training samples is large, while the output of the other target training samples is relatively low and the detection output range of the target pixels is large, as shown in Fig. 15(c). Thus, in the low FAR, the number of the detected target pixels is small, and leads to a low detection probability. However, it can also be noticed that, the target box and the background box for JSR-MTL are slightly less than the other cases. In addition, in the larger FAR range, the detection probability of JSR-MTL is larger than that of the other detectors, which still demonstrates the effectiveness of the JSR-MTL.

The reasons for the detection performance of hCEM and rACE are further analyzed as follows. The reason for the detection performance of hCEM may be that the hierarchical suppress process decreases the separability between the weaker target and the background. In detail, in hCEM, ideally the undesired background spectra are gradually suppressed after each layer’s detection, while the target spectra will remain unchanged. However, it should be noticed that, the original CEM output of the weak target (e.g., the edge pixels of the targets) is not large and may be not well separated from the background. Thus, the output score of the weak target will be continuously suppressed during each iteration in hCEM, which will lead to the unsatisfactory detection performance. The reason for the unstable detection performance of rACE may lie in the algorithm itself. The rACE aims at iteratively generating a newly target signature with a priori target signature via the weighted average spectrum of all pixels spectra. The weights are set as the ACE detection result during each iteration. Then, the newly target signature is put into the ACE detector resulting the final detection result. It can be noticed that, the finally detection result depends on the original ACE detection result, and the detection error of each iteration will be accumulated. However, the ACE detector cannot guarantee well detection performance for each data set.

C. Parameter Analysis for the JSR-MTL Algorithm

In this section, we examine the effect of the parameters on the detection performance of the JSR-MTL algorithm with the three data sets. We fixed the other parameters and focused on one specific parameter at a time. Three are three key parameters in the JSR-MTL algorithm: the detection task number parameter $K$, the regularization parameter $\rho$, and the size of the dual window. The range of $K$ was set as $[1, 2, 3, 4, 5, 6, 7, 8, 9]$ and the range of $\rho$ was set as $[1, 0.5, 10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}]$. For the size of the dual window, the size of the IWR is related to the size of the target. When the size of the IWR is set too large, the background training samples in the OWR will not effectively represent the local background characteristic. Thus, the sizes of the IWR were fixed as above-mentioned $7 \times 7, 5 \times 5$, and $7 \times 7$ for the Synthetic, HYDICE, and AVIRIS data sets, respectively. The range of the size of the OWR was set as $[17, 19, 21, 23, 25]$.

The experimental results are provided through the AUC values, as shown in Figs. 11–13. The x-axes and the y-axes, respectively, represent the value range of the corresponding parameter and the AUC values.

For the Synthetic data set in Fig. 11(a), the AUC value of the JSR-MTL algorithm improves, as the detection task number parameter $K$ increases to 3. After that, the detection performance generally decreases as $K$ increases to 9. For the HYDICE data set in Fig. 11(b), the AUC value improves, as $K$ increases to 5 and then generally decreases as $K$ increases to 9. For the AVIRIS data set in Fig. 11(c), the AUC value improves as $K$ increases to 3, and slowly decreases as $K$ increases to 9; however, the AUC value when $K$ equals to 7 or 8 has anomalous increase. Based on these results, it can be generally concluded that the performance of the JSR-MTL algorithm improves as the detection task number parameter $K$ increases and then begins to decrease after the maximum value. A large detection task number $K$ can affect the detection performance of JSR-MTL. The reason for this may be as follows. A large detection task number $K$ results in too many detection tasks, which will lead to too many unknown coefficients in $W \in \mathbb{R}^{(N_b+N_t)\times K}$ according to (9); however, the rows of the dictionary $D^k \in \mathbb{R}^{B^t\times(N_b+N_t)}$ for the multiple representation models in (9) will be significantly decreased according to (7). This can lead to a weakened estimation for the unknown coefficient matrix $W$, which will affect the detection performance. In Fig. 12, for the three data sets, it can be seen that the AUC values of the JSR-MTL algorithm increase when the regularization parameter $\rho$ decreases from 1 to $10^{-1}$, and the AUC values gradually decrease as $\rho$ decreases from $10^{-2}$ to $10^{-5}$. These results show that when the regularization parameter $\rho$ is too small or too large, the detection...
performance of JSR-MTL decreases. The reason for this may be as follows. A too small regularization parameter $\rho$ makes the dominant part of (10) become the first term $||x^k - D^k w^k||_2^2$, which will weaken the effect of the multiple detection task combination, and will affect the final detection performance of JSR-MTL. A too large regularization parameter $\rho$ makes the dominant part of (10) become the second term, which will weaken the effect of the data representation, and again affect the final detection performance of JSR-MTL.

For the Synthetic data set in Fig. 13(a), the AUC value of the JSR-MTL algorithm improves as the size of the OWR increases to 19, and then decreases. For the HYDICE data set in Fig. 13(b), the best AUC value is obtained when the size of the OWR is 17. The AUC value then decreases when the size of the OWR is 19. After that, the AUC value improves as the size of the OWR increases to 23 and then decreases as the size of the OWR increases to 25. For the AVIRIS data set in Fig. 13(c), a good AUC value is obtained when the size of the OWR is 17, and then, the AUC value decreases when the size of the OWR is 19. After that, the AUC value improves as the size of the OWR increases to 23 and then decreases as the size of the OWR increases to 25. Based on these results, it can be seen that the regular pattern of the size of OWR is not obvious; however, it can still generally concluded that a too large or too small size of OWR can affect the detection performance of JSR-MTL. The reason for this may be as follows. For a too large size of OWR, the background training samples in the OWR will not effectively represent the local background characteristic, which may include some other background materials. For a too small size of OWR, the background training samples in the OWR are not sufficient to represent the local background characteristic.

D. Detection Performance

In this section, we further analyze the detection performance of the proposed JSR-MTL algorithm with the optimal parameter values for the three data sets. The detection task number parameter $K$ was, respectively, set as 3, 5, and 3 for
The AUC values of these detectors were first compared, as shown in Fig. 14. The results generally show that the JSR-MTL algorithm obtains a better detection performance than the other detectors, especially for the Synthetic and HYDICE data sets. For the A VIRIS data set, JSR-MTL does not perform as well as rACE; however, the detection performance of rACE is very different for the three data sets.

The ability of the proposed JSR-MTL algorithm to distinguish target from background was also investigated, and compared with the results of the other detectors. The separability between target and background was evaluated via separability maps, as shown in Fig. 15. After statistical calculation of the detection values of each pixel, boxes were drawn to enclose the main parts of the pixels, excluding the biggest 10% and the smallest 10%. There are target and background columns for each detector. The lines at the top and bottom of each column are the extreme values, which are normalized to [0, 1]. The green boxes illustrate the distribution of the target pixels values, and the line in the middle of the box is the mean of the pixels. In a similar way, the orange boxes enclose the middle 80% of the pixels of the background pixels. The position of the boxes reflects the tendency and compactness of the distribution of the pixels. In other words, the position reflects the separability between target and background.

For the Synthetic data set, as shown in Fig. 15(a), LACE and hCEM can effectively suppress the background information, and rACE and SRBBHD can effectively suppress the middle 80% of the background pixels. The target box and the background box for LCEM, STD, and JSR-MTL are overlapping, but the overlapped region for JSR-MTL is slightly less. For the HYDICE data set, as shown in Fig. 15(b), LACE, LCEM, hCEM, rACE, and SRBBHD can specially effectively suppress the middle 80% of the background pixels. Compared with these detectors, the gaps between the two boxes for STD and JSR-MTL are very obvious, and the gap for JSR-MTL is even larger. For the A VIRIS data set, as shown in Fig. 15(c), LACE, LCEM, hCEM, rACE, and SRBBHD can effectively suppress the middle 80% of the background pixels. STD, JSR-MTL, and rACE can gradually and successively increase the gap between the target box and the background box. Based on these results, it can be seen that the proposed JSR-MTL algorithm can perform well at distinguishing target from background.

**V. CONCLUSION**

In this paper, the JSR-MTL algorithm has been proposed to utilize the inherent spectral similarity for hyperspectral target detection. Based on the consistency of the MTL technique and the hyperspectral target detection problem, this algorithm introduces the MTL technique to utilize the inherent spectral similarity between adjacent single-band images. A band cross-grouping strategy is introduced to construct multiple detection tasks with commonality. The sparse representation model is then employed for the test pixel in each task, which further guarantees the relevance of the multiple detection tasks. The MTL technique is applied to integrate the multiple detection tasks for target detection. The detection decision rules in favor
of the target class or the background class with the lowest total reconstruction error accumulated over all the tasks.

Experiments in hyperspectral target detection with three data sets confirmed the superior performance of the multiple detection task combination in the proposed JSR-MTL algorithm. With the band cross-grouping strategy, commonality exists between the sub-HSIs, which can be useful when combining the sub-HSIs via MTL for hyperspectral target detection. In general, JSR-MTL presents a better detection performance and better separability than the other common detectors. Still, it is inconvenient to determine the size of the OWR with the local background dictionary. The global dictionary can avoid the size of the OWR and we will work on the global background dictionary construction in the future to further investigate the performance of the JSR-MTL algorithm.
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